MATH 116  ACTIVITY 6:
Understanding  Relationships between variables - scatterplots and correlation

WHY:

Much of the use of statistics involves relationships between variables. It is important to understand the  terms and ideas involved in  describing such relationships in the same way that it is important to understand the terms and ideas used in describing distributions of single variables.

LEARNING OBJECTIVES:


 1.
Learn the terminology and ideas for looking at association between two quantitative variables

 2.
 Be able to find and interpret the correlation coefficient for a set of bivariate (two-variable) data.

3.
Work as a team, using the team roles.

CRITERIA:

1.
Success in completing the exercises.

 2.
Success in working as a team and in filling the team roles.

RESOURCES:

 1.
The Statistics Handbook chapter on Organizing an Describing data - especially p.6

 2. 
The notes on "Association between variables" attached (as pages 4 & 5)

 3.
Your calculators and the sheet  with instructions for your calculator (different for different individuals)

 4.
The team role desk markers (handed out in class for use during the semester)

 5.
40 minutes

PLAN:

1.
Select roles, if you have not already done so, and decide how  you will carry out steps 2 
and 3

2. 
 Read through the handout defining the basic terms 

3.
Complete the exercises given here - be sure all members of the team understand and agree with all the results  in the recorder's report. 

4.
Assess the team's work and  roles performances and prepare the Reflector's and Recorder's reports including team grade .

EXERCISES:

1.
In a study of diet and exercise, data have been collected on the lean body mass (in kilograms- body mass excluding all fat) and metabolic rate (calories burned per 24 hours)  of 12 women . The researchers hope to show that lean body mass [which is relatively easy to measure] is useful in predicting metabolic rate [which is harder to measure].  The data are given here:

Subject #
Mass
Rate
Subject#
Mass
Rate



1
40.3
1189
7
41.2
1204

2
33.1
913
8
50.6
1502

3
36.1
995
9
42.0
1256



4
54.6
1425
10
42.4
1124

5
48.5
1396
11
34.5
1052

6
42.0
1418
12
51.1
1347


a.) Which variable (metabolic rate, lean body mass) should be considered the explanatory variable, and which should be considered the response, [or does this distinction not make sense in this situation]?
b.) Plot the data. Be sure to label the axes, indicating which variable is on which axis (Mass ranges from about 30 Kg to about 55 Kg. Rate ranges from about 900 calories to about 1600 calories).
c.) Describe the association between the variables:


Is it positive or negative?


What is the form (linear, curved, complicated)?


Does the association appear to be strong (a clear pattern, points close to a line or curve) or weak (no clear pattern, or lots of scatter away from the pattern)?


d.) Find the correlation coefficient  r  [use your calculator - do not work from the formula]. Does the value seem reasonable for the graph?

2.
On the attached sheet there are 5 scatterplots, labeled a – f.  The correlation coefficients for the plots are  0, -.3, -.65, .8, and .4. Which diagram corresponds to which correlation coefficient? How can you tell?

CRITICAL THINKING QUESTIONS:(answer individually in your journal)
1.
Give an example of two variables (other than those in the text) that you would expect to show a positive association [increase in one would go with an increase in the other]. Is either of your variables a cause for the change in the other?

2. 
This scatterplot shows the Percent of High School seniors taking the SAT in each state on the x-axis and the mean SAT Verbal score on the y-axis.  The correlation coefficient is  r = -.884
a.) What characteristic of the graph (answer in terms of visible features of the picture) would tell you that  r  is  close to  - 1  (fairly strong negative correlation)?
b.) What characteristics of the graph (the picture) does  r  not describe?
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SKILL EXERCISES


Exercises for Chapter 1,  9-11

Graphs for Correlation exercise
a.) 






b.)
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c.)






d.)
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Association between variables, correlation 

Two variables are associated  if certain values of one tend to occur  more often with some values of the second than with other values.

If we wish to use changes or values in one variable to explain changes or values in the other, we refer to them as the response variable - measuring the outcome (think of  y in our usual use of function and graphing notation) -  and the explanatory variable - measuring the cause or explanation (think of x  in our usual function notation).

For two quantitative variables, the standard picture is a scatterplot - explanatory variable on the x-axis, response on the y-axis, plot the (x,y) - pairs. [If there isn't an explanatory variable - we aren't explaining one by the other - either variable can go on either axis].

Patterns are described by form (linear, type of curve - general shape of graph), direction (positive - variables increase/decrease together;  or negative - when one increases, the other decreases; sometimes there is no fixed direction) and strength (how closely packed around the basic pattern are the data points?). 

Correlation  is a measurement of the amount of linear  (y = ax + b) association between two quantitative variables.

The correlation coefficient  r    is  given by 

  - but we will calculate using the “Linreg” command on  our calculators, or using computer software.

The formula says:
1. Convert all values to Standard units  (subtract the mean, divide by the standard deviation of the variable)
2. Multiply each standardized x  by the matching  standardized  y , 


3. Add the results 


4. Divide by  n-1[to eliminate the effect of more or fewer points being used] .  

(That is: we multiply the standardized values of x & y for each point, add them, and divide by n-1 to get an average).  

The value of  r  will be between  -1  and  1.
If  r  is close to 1 , the points are close to making up a line with positive slope
If  r  is close to  -1 , the points are close to making up a line with negative slope
If  r  is close to 0 , the points show no linear association between  values of  x  and values of  y [no association, or the association is not linear].
See the examples on the next page showing sets of points with different levels of  r .  [r closer to 1 or –1: tighter clustering around a line. r closer to 0: much fuzzier and more diffuse cloud of points. r positive – upward trend in points  r negative: downward trend in points]
What happens:
 If large x-values are with large y-values (and small x's with small y's)  then the multiplications will give mostly positive numbers  (+ times +  or  - times - ) and   r will be positive - showing a positive association. If large x-values are with  small y-values (and small x-values with large y-values)  the multiplications will give mostly negative values  ( +  times -  and  - times  +), so that  r  will be negative - showing negative association.  If there is no such patterns, the signs will be mixed, causing cancellation so that  r  will be close to  0 - showing no linear association [r does not measure quadratic, cubic, etc correlation or matching to complicated curves].

In practice,  r  is not calculated directly from this formula, but with a calculator or computer.
The calculator work will be the same for calculating the regression  line equation [coming up]
For TI-82,83: Enter the x-values in one list (using the Stat Edit commands)  and then the linreg command  [see the instructions for your calculator) - r is displayed as part of the results (TI-83's may require turning this on - see the notes or ask me)
For TI-89 – enter data in two columns with the Data Editor, choose calculation, then choose  LinReg command
For TI-86 Enter x-values in xstat, y values in ystat (all fstat values are 1), use the linreg command
For TI-85 x-values as x1, x2 etc, , y-values as y1, y2,etc  use the linreg command.
For Casios- use 2-variable data entry, linreg command. 

Some scatter Plots, showing the corresponding values of 
the correlation coefficient  r 
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